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Abstract: In this modern life style people are very 

much affected by various health issues. According 

to the survey of Indian medical council most of the 

people in India are affected by the heart disease. 

This is mainly due to their work nature and 

nature of food habits which leads to different level 

of pulse rate, cholesterol level, and stress rate. 

Even though it can’t be completely eradicated, it 

can be predicted and treated using the clinical 

data. It can be effectively analyzed and predicted 

using the data mining algorithms and techniques. 

In our proposed work the clinical data set of 14 

features and 303 instances are taken. The 

classification of the dataset is done by correlation 

based feature subset (CFS) selection with particle 

swam optimization (PSO) to segregate the 

attributes that are the necessary for the heart 

disease. Then the data are clustered using the data 

mining algorithm and multinomial logistic 

regression is being applied to clinical data .This 

technical approach provides the higher accuracy 

of heart disease prediction as compared with other 

techniques. 

KEYWORDS:  data mining, classification, 

particle swarm optimization, MLR. 

I. INTRODUCTION 

Cardiovascular diseases (CVD) are caused by 

disorders of the heart and blood vessels and result in 

coronary heart disease, heart failure, cardiac arrest, 

ventricular arrhythmias and sudden cardiac death, 

ischemic stroke, transient ischemic  
 

 

 

attack, subarachnoid and intracerebral  hemorrhage, 

rheumatic heart disease, abdominal aortic aneurysm,  

peripheral artery disease and congenital heart disease. 

According to World Health Organization (WHO), 

17.5 million people died from CVD in 2012 

amounting to 31 % of all global deaths . CAD is a 

type of CVD in which presence of atherosclerotic 

plaques in coronary arteries, leads to myocardial 

infarction or sudden cardiac death . In order to 
diagnose positive sign of heart disease and to assess 

the level of damage of heart muscles, certain tests 

may be prescribed by a medical practitioner including 

nuclear scan, angiography, echocardiogram, 

Electrocardiogram (ECG), exercise stress testing. 

ECG is a noninvasive technique used to identify 

CAD cases , though it could lead to undiagnosed 

symptoms of CAD. This limitation leads to 

angiography which is an invasive diagnosis to 

confirm CAD cases and is considered as the gold 

standard for disease detection and severity analysis. 
However, it is costly and requires high level of 

technical expertise . Researchers are, therefore, 

seeking less expensive and effective alternatives, say, 

using data mining for predicting CAD cases. During 

the past few decades, image processing, signal 

processing, statistical and machine learning 

techniques have been increasingly applied to assist 

medical diagnosis using ECG and echocardiogram. 
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ECG and echocardiogram are specialized processes 

conducted by trained practioners. Sometimes ECG is 

not able to confirm CAD cases. This process is 

complex, costly, involves lot of time and effort. To 

overcome these limitations many researchers used  

 

 
 

other risk factors excluding angiography to predict 

CAD cases. These methods are noninvasive, less 

complex, low cost, reproducible and objective 

diagnoses, can do automated detection of disease and 

can be used for screening large number of patients 

based on clinical data easily obtained at hospitals. we 

prose a  method consisting of clinical data collection, 

dimensionality reduction with correlation based 

feature subset selection with PSO, followed by data 

clustering for identification of incorrectly assigned 
cluster data points. Finally, models were constructed 

with MLR. 

 

II.EXISTING SYSTEM: 

For diagnosis of CAD, angiography is used 

which is a costly time consuming and highly 

technical invasive method. This limitation leads to 

angiography which is an invasive diagnosis to 

confirm CAD cases and is considered as the gold 

standard for disease detection and severity analysis. 
However, it is costly and requires high level of 

technical expertise . Researchers are, therefore, 

seeking less expensive and effective alternatives, say, 

using data mining for predicting CAD cases 
 

 

III.FLOW CHART FOR THE OUR 

SYSTEM 
 

 

Clinical         

data 

 

 
 

       Dimensionality 

reduction (CFS+PSO) 

 
         

          Clustering 

               

 

     Model Construction(MLR) 

                                                                                    

                                                                                    

                                                                     

 

 

IV.DIMENTIONALITY REDUCTION  

CFS: 

Machine learning provides tools by which large 

quantities of data can be automatically analyzed. 

Fundamental to machine learning is feature selection 

. Feature selection, by identifying the most salient 

features for learning, focuses a learning algorithm on  
those aspects of the data most useful for analysis and 

future prediction. The hypothesis explored in this  

thesis is that feature selection for supervised 

classification tasks can be accomplished on the basis 

of correlation between features, and that such a 

feature selection process can be beneficial to a 

variety of common machine learning algorithms. A 

technique for correlation-based feature selection, 

based on ideas from test theory, is developed and 

evaluated using common machine learning  

algorithms on a variety of natural and artificial 
problems. The feature selector is simple and fast to 

execute. It eliminates irrelevant and redundant data 

and, in many cases, improves the performance of 

learning algorithms. 

 

 

PSO: 

 

 Particle swarm optimization (PSO) is a global 

optimization strategy that simulates the social 

behavior observed in a flock (swarm) of birds 

searching for food. A simple search strategy in PSO 
guides the algorithm toward the best solution through 

constant updating of the cognitive knowledge and 

social behavior of the particles in the swarm. Feature 

selection is a process of selecting a subset of relevant 

features from a large number of original features to 

achieve similar or better classification performance 

and improve the computation efficiency. As an 

important data pre-processing technique, research 

into feature selection has been carried out over the 

past four decades. Determining an optimal feature 

subset is a complicated problem. Due to the 
limitations of conventional methods, evolutionary 

CAD NO CAD 
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computation (EC) has been proposed to solve feature 

selection problems. Particle swarm optimization 

(PSO) is an EC technique which recently has caught 

much interest from researchers in the field. This 

paper presents a review of PSO for feature selection 

in classification. Its purposes include reducing the 

amount of data needed for learning, shortening the 
running time, improving the system accuracy, and 

increasing the comprehensibility of the learned 

model.  
 

 

 V.ATTRIBUTE INFORMATION: 

Only 14 attributes used:  

1. #3 (age)  

2. #4 (sex)  

3. #9 (cp)  

4. #10 (trestbps)  

5. #12 (chol)  

6. #16 (fbs)  

7. #19 (restecg)  

8. #32 (thalach)  

9. #38 (exang)  

10. #40 (oldpeak)  

11. #41 (slope)  

12. #44 (ca)  

13. #51 (thal)  

14. #58 (num) (the predicted attribute) 

 

 

                         TABLE 1: DATASET FOR THE OUR  PROJECT 

 

 

 

 

 

VI.MODEL FOR CAD IDENTIFICATION: 

 

MLR achieves highest prediction accuracy of 88.4 

%.We tested this approach on benchmarked Cleave 

land heart disease data as well. In this case also, 

MLR outperforms other techniques. Proposed 

hybridized model improves the accuracy of 

classification algorithms from 8.3 % to 11.4 % for the 

Cleveland data. 

Multinomial logistic regression model (MLR): 

 

It is an extension of logistic regression with ridge 

estimator.MLR is a simple extension of binary 

logistic regression that allows for more than two 

categories of the dependent or outcome variable. Like 

binary logistic regression, MLR uses Maximum 
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likelihood estimation to evaluate the probability of 

categorical membership. Multinomial Logistic 

Regression is the linear regression analysis to 

conduct when the dependent variable is nominal with 

more than two levels. Like all linear regressions, the  
multinomial regression is a predictive analysis.  

Multinomial regression is used to describe data and 
to explain the relationship between one dependent 

nominal variable and one or more continuous-

level(interval or ratio scale) independent variables. 

Multinomial logistic regression is known by a variety 

of other names, including polytomous LR,multiclass 

LR, softmax regression, multinomial logit, maximum 

entropy (MaxEnt) classifier, conditional maximum 

entropy model.  

 

 

 

Algorithm Accuracy Incorrectly 

classified 

instances 

% 

improvement 

in 

accuracy (all 

features 

vs CFS + 

PSO feature 

selection 

MLR 84.17  15.8 0.67 

TABLE 2: CFS + PSO + classification 

 

 

 

Algorith

m 

All the 

feature

s 

 

CFS 

+ 

PSO  

PSO + 

clusterin

g 

% 

improveme

nt 

in accuracy 

with 

Accuracy 

our 

approach 

MLR  85.47   83.1

6 

91.36 8.2 

Table 7 Performance of prediction models for Cleaveland heart 

disease 

data set 

 

 

VII.CONCLUSION: 

 

Our work is to identify and confirm CAD cases at 
low cost by using clinical data that can be easily 

collected at hospitals. Complexity of the system is 

decreased by reducing the dimensionality of the data 

set with PSO. It provides reproducible and objective 

diagnosis, and hence can be a valuable adjunct tool in 

clinical practices. Results are comparably, promising 

and therefore the proposed  method will be helpful in 

disease diagnostics. Experiment results demonstrate 

the superiority of the proposed  method with regard 

to prediction accuracy of CAD with the features 

selected by CFS & PSO, we need only a few clinical 

data to apply this model. The accuracy can be further 
increased with more data instances. 
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